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Abstract—Split learning is considered a state-of-the-art solu-
tion for machine learning privacy that takes place between clients
and servers. In this way, the model is split and trained, so that the
original data does not move to the client from the server, and the
model is properly split between the client and the server, reducing
the burden of training. This paper introduces the concept of
split learning, reviews traditional, novel, and state-of-the-art split
learning methods, and discusses current challenges and trends.

Index Terms—Split Learning, Machine Learning, Distributed
Learning, Convolutional Neural Networks

I. INTRODUCTION

Artificial intelligence, which is indispensable in modern
society, uses a large amount of data in the learning process,
raising issues related to information protection of the collected
data. In 2021, the AI chatbot ‘Iruda’, developed by Scatter
lab, out of about 9.4 billion sentences from 600,000 people
collected during the learning process, data such as name,
mobile phone number, and address is exposed as it is while
using the chatbot. So it occurs resulting in an invasion of
privacy [1]. In addition, Amazon’s artificial intelligence voice
assistant Alexa had a problem in which personal information
such as users’ addresses were exposed while listening to
recorded commands from users [2]. There is a risk that such
a privacy violation problem will result in artificial intelligence
learning if a large amount of data is not reliably preprocessed.
In addition, when users send their data to the cloud, the
original data is often used as it is, so data with sensitive
information can be easily extorted even if only the data sent
by the user is stolen. As in the case above, the problem of
personal information infringement in artificial intelligence can
occur without difficulty.

In particular, a deep neural network, a field of artificial
intelligence, occupies a large share in data processing in the
classification and prediction fields of high-dimensional data
such as images, videos, and bio-sensors. When processing
sensitive and large amounts of data, such as medical and
health, it can cause more problems due to privacy and ethical
issues. Recently, artificial intelligence researchers are inter-
ested in developing new deep neural network algorithms, but
the difficulty of keeping user data private is a problem.

When using a deep neural network, a number of methods
have been proposed to prevent privacy violations. Among
them, the method of learning the model by separating the client
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Fig. 1. Simple Vanilla Split Learning Model

and the server has attracted a lot of attention. In particular,
federated learning [3] and split learning [4] recently studied at
Google and MIT are attracting global attention. Split learning
is a learning method designed to protect privacy in general
supervised machine learning models.

This paper serves as an introduction to split learning as
shown in Fig 1 and aims to examine the latest techniques in the
field. We also aim to meet the challenges of split learning. The
rest of the paper is structured as follows. Section II introduces
split learning foundations before dealing with specific models
of split learning. Section III deals with how to design a split
learning model, and Section IV looks at three split learning
methods. Finally, we conclude in Section V.

II. SPLIT LEARNING FOUNDATIONS

A. Federated Learning

Split learning is a method of federated learning, a technol-
ogy in which a local client and a server cooperate to learn a
global model in a situation where data is decentralized. In this
case, the local client refers to a device that enables users to
collect data, such as personal Internet of Things (IoT) devices
and smartphones. Federated learning [3] is first introduced
in 2015, and it is introduced in Google AI blog in 2017
and received a lot of attention [5]. In federated learning, the
client has a copy of the entire model and updates the weights.
Afterward the server receives the updated weight values from
all clients and averages them to update the weights.
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B. How to Split Learning protect User’s Privacy?

The split learning method trains a model divided into a
client and a server to protect the user’s personal information.
If the split learning model is not used, when the client wants to
train his/her data on the server’s deep learning model, the raw
data is sent to the server. In this case, if the data containing
sensitive information is stolen, the attacker can possess the
original data, resulting in a privacy violation problem. In order
to prevent such a privacy violation problem, the client trains
data in advance through some models and sends the learned
data to the server. It is difficult to recover the original data
unless we know the structure of the model and the weights of
the model.

C. Split Learning and Challenges

Split learning has not yet conducted much research that
constitutes a model, and its performance is not superior to
that of a general model. As the convolutional neural network
is mainly researched, it is necessary to study voice data, image
data, or string data. In addition, when an attacker steals data
between a client and a server, a white box attack is possible
if the attacker knows the model structure of the client and
knows some input data and output data. In this case, since
model reconstruction attacks are possible, the original data
can be calculated. Even in this case, we need a way to defend
against attacks.

III. BUILDING A SPLIT LEARNING MODEL

In this section, we describe in detail how to build a split
learning model. In the process of creating the model, the
convolutional neural network models are taken as an example
based on the previous paper [4], [6], [7], [9] that create the split
learning model. In this section, which convolutional neural
network models are used, the three structures of the split
model, and how the client and server learn are explained.

A. Classic Convolutional Neural Network Model

So far, many papers have studied effective building block
construction methods with convolutional neural network mod-
els. This section briefly introduces the most popular classic
networks [6], [7], [9] that underlie computer vision.

1) LeNet-5: LeNet [6] is the name of the first convolutional
neural network algorithm developed in 1998 by Y. LeCun’s
research team, who first developed the convolutional neural
network. LeNet was developed to recognize the handwriting
of postal codes and checks and is composed as shown in Fig 2.

Fig. 2. Architecture of a Convolutional Neural Network LeNet-5 [6]

2) AlexNet: AlexNet [7] is a convolutional neural network
structure that won the ILSVRC (ImageNet Large Scale Visual
Recognition Challenge) competition held in 2012. The struc-
ture of AlexNet, named after the first author, Alex Krizhevsky,
is as follows in Fig 3.

Fig. 3. Architecture of a Convolutional Neural Network AlexNet [7], [8]

3) VGG16: In Fig 4, VGG16 is shown. VGGNet [9] is
a model developed by VGG, a research team at Oxford
University, and it is the model that won the 2014 ImageNet
image recognition contest. VGG16 means a model composed
of 16 layers in VGGNet.

Fig. 4. Architecture of a Convolutional Neural Network VGG16 [9], [10]

B. Making a Split Model

Split learning [4] is literally related to how to learn a
split model. Therefore, it is necessary to design a model
that is basically divided. In this section, the structure of the
client model and the server model is different depending on
the method of sharing the label or not, and the method of
processing the data of multiple clients at once.
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Fig. 5. Three Configurations of Split Learning



1) Vanilla Configuration for Split Learning: The structure
of the simplest split learning model is when a whole model is
shared only one client and one server, and also shares a label.
In this setting, each client learns up to a layer close to the
split data. When training to the split layer is completed, the
data of that part is transmitted to the server. At this time, it is
not necessary to share the original data, and the server learns
the received data in the remaining layers without knowing the
original data. This method is shown on the far left of the Fig 5.

2) U-Shaped Configurations for Split Learning without La-
bel Sharing: In the method in the middle of the Fig 5, U-
shaped structure is when a model is shared by only one client
and one server, and the label is not shared. Because the client
does not share the label, the learning is finally completed by
the client. This can be solved with a U-shaped configuration.

3) Vertically Partitioned Data for Split Learning: This is a
way to train a split model on multiple devices with different
data without sharing data. In the method on the far right of the
Fig 5, each client trains a partial model up to the split layer.
Afterward, the learned data is sent to the server to complete
the rest of the learning.

C. Client Model Training

Basically, the client model is trained before the server
model. It learns in advance from the data that the client will
not use and sends the preprocessed data to the server. At the
same time, for the server to learn well, the data it sends must
be completely random. In the case of split learning with a
convolutional neural network, the client uses a convolutional
neural network model used in the above section to learn data
different from the data to be used. (For example, when learning
animal images, numerical images are used for model training
in advance.) When properly trained, only a part of the used
model is used as the client model. In this case, a small number
of layers are used to prevent data loss, and a value that is not
smaller than the original data must be sent to the server.

D. Server Model Training

The server model trains the data that the client ultimately
wants to learn after the client model is trained. In the case of
Vanilla configuration for split learning, it receives the value
received from the client, learns it with the label, and sends the
result. In the case of U-shaped configurations for split learning
without label sharing, unlabeled data are trained and sent to
the client for finalization. Finally, in the case of vertically
partitioned data for split learning, we receive labeled data from
multiple clients and train them on one model at the same time.

IV. SPLIT LEARNING METHODS

A. Split Learning with Differential Privacy

ARDEN, a method that adds differential privacy to partition
learning, is the method introduced in [11]. ARDEN depends
on the mobile cloud environment and learns by dividing the
deep neural network into local (client) and cloud (server).

Algorithm 1 Differential Privacy Transformation
Require: Sensitive data xs, Local layer L, Nullification ma-

trix In, Noise scale σ, Boundary B, Injection layer l
Ensure: Noisy intermediate output xr.

1: x
′

s ← xsİn
2: xl ← L(x

′

s)
3: x

′

l ← xl/max(1, ||x||∞/B)
4: x

′′

l ← x
′

l + Lap(B/σI)
5: xr ← L(x

′′

l )

The pre-trained local neural network used performs feature
extraction and perturbation in the learning stage. In the in-
ference phase, perturbing the image in the local model. The
data that appears disturbed in the local model is extracted with
general features and transmitted to the cloud. In the training
phase, the cloud additionally uses a noisy training method
to ensure more safety. The following describes differential
privacy and noisy training in more detail.

1) Differential Privacy: [11] inject perturbation that satis-
fies differential privacy, the main function of ARDEN, before
learning. At this time, the method of calculating the privacy
budget is as follows Theorem 1.

Theorem 1: Given the sensitive data xs and the local neural
network L,

ϵ = ln[(1− µ)e2σ/γ + µ]

where γ = ||∇x
′
l
L||∞

With epsilon created using the formula to calculate the
privacy budget shown in theorem 1, we can convert differ-
ential privacy data using the following algorithm 1. For each
sensitive data xs, some values are masked by the nullification
operation. This data is then used for training in a local neural
network.

2) Noisy Training: A neural network using differential
privacy in the client guarantees data privacy, but this process
alone incurs a performance sacrifice in the server. In addition,
due to the increase in loss, the accuracy of the neural network
is relatively lower than when no noise is added. To alleviate
this decrease in accuracy, ARDEN proposed a noisy training
method. For this loss, compute the loss with the value a of
the algorithm 2, and update the weights with the algorithm
to minimize the loss of clean representation a, loss of noisy
training a

′
, and loss of perturbed noisy training a

′′
.

B. Split learning with 1D Convolutional Neural Network
Model

[12] showed that split learning can be used in 1D convolu-
tional neural network models. [12] implemented split learning
in a 1D convolutional neural network model and applied time-
series sequential data using ECG signals to detect cardiac
anomalies that inherently avoid sharing medical data with
other parties but still achieve the same accuracy as non-
segmentation models. They also suggested a privacy evaluation
framework and observed that the direct use of segmentation
learning for 1D convolutional neural networks resulted in high



Algorithm 2 Noisy Training in Each Batch
Require: Clean representation x, Cloud-side neural network
N , Batch size N , Noise scale σ, Boundary B, Controllers
λ and µ, Learning rate α;

Ensure: Weight w ← w − αd/N
1: a← Loss(y, C(w, x))
2: x

′ ← x+ Lap(B/σI)
3: a

′ ← Loss(y, C(w, x))
4: g ← ∇xa

′

5: r ← µg/||g||2
6: a

′′ ← Loss(y, C(w, x
′
+ r))

7: asum ← λa+ (1− λ)(a
′
+ a

′′
)

8: d← d+∇wasum

privacy leaks in applications with sensitive data such as ECG
signals.

Fig. 6. Difference of 1D Convolutional Neural Network and 2D Convolutional
Neural Network [12]

C. Split Learning with Spatio-Temporal

The following method in Fig 7 was used for [13], which
performed split learning by dividing temporally. Individual
results of the first hidden layer are sent to the central server,
and the original data is not shared. When the central server
shares the results of the first hidden layer, the original data
is not exposed. The centralized server needs a queue while
collecting the results of the hidden layer from the geograph-
ically dispersed end system. can In this case, the learning
performance may be biased due to the difference in arrival
time, so parameter scheduling should be defined.

V. CONCLUSION

Split learning separates the client and server models to
ensure the privacy of user data in a neural network. This
method ensures the privacy of user data by training the neural
network model without confirming the client’s original data
directly on the server. In this paper, we described what we
need to know to study split learning. In addition, our paper
described how to create a split learning model. Finally, we
covered the latest research using split learning.

Fig. 7. Architecture of Spatio-Temporal [13]
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